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Interestingness Measure: Correlations (Lift)

 play basketball  eat cereal [40%, 66.7%]  is misleading

 The overall % of students eating cereal is 75% > 66.7%.

 play basketball  not eat cereal [20%, 33.3%] is more accurate, 

although with lower support and confidence

 Measure of dependent/correlated events: lift
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Are lift and 2 Good Measures of Correlation?

 “Buy walnuts   buy milk [1%, 80%]”  is misleading if 85% of 

customers buy milk

 Support and confidence are not good to indicate correlations

 Over 20 interestingness measures have been proposed  (see Tan, 

Kumar, Sritastava @KDD’02)

 Which are good ones?
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Are lift and 2 Good Measures of Correlation?
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Summary

 Basic concepts: association rules, support-

confident framework, closed and max-patterns

 Scalable frequent pattern mining methods

 Apriori (Candidate generation & test)

 Projection-based (FPgrowth, CLOSET+, ...)

 Vertical format approach (ECLAT, CHARM, ...)
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