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Language Model
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 Probability distribution over strings of text

 How likely is a given string (observation) in a given “language”?

 Context-dependent!

 Can also be regarded as a probabilistic mechanism for “generating” text, thus also called a “generative”
model

 Example:

 p1 = P(“a quick brown dog”)

 p2 = P(“dog quick a brown”)

 p3 = P(“быстрая brown dog”)

 p4 = P(“быстрая собака”)

=> in English: p1 > p2 > p3 > p4 (... depends on what “language” we are modeling)



LM Usages
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 Quantify the uncertainties in natural language

 Examples

 Word prediction

 Speech recognition

 Text categorization

 Information retrieval



LM Usages

 Example

 Word prediction: given that a user types“computational”, how likely would he/she type "linguistics"

as the next word compared to "biology"?
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John feels happy

=>

John feels habit

LM Usages

 Example

 Speech recognition: given that we see “John” and “feels”, how likely will we see “happy” as

opposed to “habit” as the next word?
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LM Usages

 Example

 Text categorization: given that we observe “baseball” 

three times and “game” once in a news article, how 

likely is it about “sports”?
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LM Usages

 Example

 Information retrieval: given that a user is interested in 

sports news, how likely would the user use  

“baseball” in a query?
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Main Papers

 The idea of using language model for IR was originally proposed in 1998
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Main Papers
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 The important initial papers that originated the language modeling approach to IR are:

 Ponte, Jay M., and W. Bruce Croft. 1998. A language modeling approach to information retrieval. In
Proc. SIGIR, pp. 275–281. ACM Press.

 Hiemstra, Djoerd. 1998. A linguistically motivated probabilistic model of information retrieval. In Proc.

ECDL, volume 1513 of LNCS, pp. 569–584.

 Berger, Adam, and John Lafferty. 1999. Information retrieval as statistical translation. In Proc. SIGIR, pp.

222–229. ACM Press.

 Miller, David R. H., Tim Leek, and Richard M. Schwartz. 1999. A hidden Markov model information
retrieval system. In Proc. SIGIR, pp. 214–221. ACM Press.

 Lafferty, John, and Chengxiang Zhai. 2001. Document language models, query models, and risk

minimization for information retrieval. In Proc. SIGIR, pp. 111–119. ACM Press.

 Chengxiang Zhai. And Lafferty, John, 2004. A study of smoothing methods for language models applied
to information retrieval, ACM Transactions on Information Systems, Vol. 2, Issue 2.



Using Language Models in IR

 Given a query Q

 Rank documents based on P(D|Q)

 𝑃(𝑄) is the same for all documents, so ignore

 𝑃(𝐷) is the prior – often treated as the same for all D

 But we can give a higher prior to “high-quality” documents, e.g., those with high PageRank.

 𝑃(𝑄|𝐷) is the probability of Q given D => query likelihood
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Language Model for IR

 Assumption: a user formulates a query based on an “imaginary relevant document”

 If the user is thinking of this doc, how likely would he/she pose this query?

 Query generation by sampling words from doc
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Language Model for IR

 Which doc is Most Likely the “Imaginary Relevant Doc”?
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Language Model for IR
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 General language modeling tasks

 Building a unique model from a large corpus of text

 Calculating the probability of generating a string based on the language model

 Query likelihood task

 Building a different language model for each document in the search space (each document is treated as

the basis for a language model)

 Calculating the probability of generating the query q based on the language model of each document d

(probability that a user who likes D would pose query Q)

 𝑃(𝑄|𝐷1), 𝑃(𝑄|𝐷2), … , 𝑃(𝑄|𝐷𝑛) OR 𝑃(𝑄|𝑀𝐷1), 𝑃(𝑄|𝑀𝐷2), … , 𝑃(𝑄|𝑀𝐷𝑛)

=> Ranking documents based on the probabilities



Computing Query Likelihood Probability

 Simplification assumption: Unigram Model

 Words are sampled independently

 Order of the words is not taken into the consideration (no phrases)

𝑃 𝑄 𝐷 =  
𝑖=1

𝑛

𝑃(𝑞𝑖|𝐷)

 𝑛 = |𝑞|: length of q

 𝑞𝑖: the token occurring at position i in q

16



Multinomial vs Multiple-bernoulli

 Multinomial model

 Predominant model

 Fundamental event: what is the identity of the i’th query token?

 Observation is a sequence of events, one for each query token
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𝑃 𝑞1𝑞2 …𝑞𝑘 𝑀𝐷 =  
𝑖=1

𝑘

𝑃(𝑞𝑖|𝑀𝐷)



Multinomial vs Multiple-bernoulli

 Multiple-bernoulli model

 Original model

 Fundamental event: does the word w occur in the query?

 Observation is a vector of binary events, one for each possible word
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𝑃 𝑞1𝑞2 …𝑞𝑘 𝑀𝐷 =  
𝑤∈𝑞1𝑞2…𝑞𝑘

𝑃(𝑤|𝑀𝐷) 
𝑤∉𝑞1𝑞2…𝑞𝑘

(1 − 𝑃 𝑤 𝑀𝐷 )



Parameter Estimation

 Main part: calculating parameters 𝑃(𝑤|𝑀𝐷)

 Using maximum likelihood estimates (as is used in Naïve Bayes classifiers)

  𝑃 𝑤 𝑀𝐷 =
𝑇𝐹𝑊,𝐷

|𝐷|
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 |𝐷|: length of D;

 𝑇𝐹𝑊,𝐷 : # occurrences of 𝑤 in 𝐷



Higher Order LM
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 Unigram model assumes word independence

 Cannot capture surface form: P(“brown dog”) == P(“dog brown”)

 Higher-order models

 N-grams

 Skip n-grams

 Dependency relations



Higher Order LM

 N-grams: condition on preceding words

 Bigram 𝑃 𝑄 𝐷 = 𝑃 𝑞1 𝐷  𝑖=2
𝑛 𝑃 𝑞𝑖 𝑞𝑖−1,𝐷)

 Trigram: 𝑃 𝑄 𝐷 = 𝑃 𝑞1 𝐷 𝑃 𝑞2 𝐷  𝑖=3
𝑛 𝑃 𝑞𝑖 𝑞𝑖−2𝑞𝑖−1,𝐷)

 Skip n-grams: condition on previous words but not adjust ones

 Dependency relations: condition on words with a grammatical relation
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Bigrams estimation

 The maximum likelihood Estimate

 𝑃 𝑄 𝐷 = 𝑃 𝑞1 𝐷  𝑖=2
𝑛 𝑃 𝑞𝑖 𝑞𝑖−1,𝐷)

 𝑃 𝑞𝑖 𝑞𝑖−1,𝐷) =
𝐶𝑜𝑢𝑛𝑡𝐷 (𝑞𝑖−1,𝑞𝑖)

𝐶𝑜𝑢𝑛𝑡𝐷(𝑞𝑖−1)
=

𝐶(𝑞𝑖−1,𝑞𝑖)

𝐶(𝑞𝑖−1)
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Bigrams estimation-Example1

 𝑃 𝑞𝑖 𝑞𝑖−1,𝐷) =
𝐶𝑜𝑢𝑛𝑡𝐷 (𝑞𝑖−1,𝑞𝑖)

𝐶𝑜𝑢𝑛𝑡𝐷(𝑞𝑖−1)
=

𝐶(𝑞𝑖−1,𝑞𝑖)

𝐶(𝑞𝑖−1)
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D:

<s> I am Sam </s>

<s> Sam I am </s>

<s> I do not like green eggs and ham </s>



Bigrams estimation-Example 11
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Doc: Berkeley restaurant 

 can you tell me about any good cantonese restaurants close by

 mid priced thai food is what i’m looking for

 tell me about chez panisse

 can you give me a listing of the kinds of food that are available 

 i’m looking for a good place to eat breakfast

 when is caffe venezia open during the day 

 …

9222 sentences.



Bigrams estimation-Example 11
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𝑪(𝒒𝒊−𝟏,𝒒𝒊)=Count (𝑞𝑖−1,𝑞𝑖) in D



Bigrams estimation-Example 11
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 Normalize by unigrams

 Results: 𝑃 𝑞𝑖 𝑞𝑖−1,𝐷) =
𝐶(𝑞𝑖−1,𝑞𝑖)

𝐶(𝑞𝑖−1)



Bigrams estimation-Example 11
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 P(<s> I want English food </s>)

P(I|<s>)

× P(want | I)

× P(English | want)

× P(food | English)

× P(</s> | food)

=.000031



Zero Probability Problem

 A single q with 𝑃 𝑞 𝐷 = 0 will make 𝑃 𝑄 𝐷 =  𝑃(𝑞|𝐷) zero

 We would give a single term “veto power”

 Example:

 For the input query [Beethoven top hits] a document about “top songs” (but not using the word

“hits”) would have 𝑃(𝑞|𝐷) = 0 !!!!

 We need to smooth the estimates to avoid zeros
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